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between age and the use of the standard Castilian form (with a R very close to–1: in 
pooled data, R = −0.9706; p value = 0.006; in males, R = −0.9798; p value = 0.003; in 
females, R = −0.9516; p value = 0.012). This means that there is an age-based inverse 
function here shown by a predictive model of dependency between variables in an 
implicational scale ordering: the younger the speaker is, the higher the frequency of 
the prestige variant [ʧ] coming from the national standard variety, and vice versa. The 
apparent-time approach allows us here to perceive that change is occurring within 
the local community of Ricote as for this variable: rural dialect attrition and dialect 
leveling. These processes are realized through a slow-but-steady progress in the use of 
the innovative variant individually and collectively, suggesting an age-based pattern 
for generational change. Each successively younger generation employs the new form 
more than the previous one, because “it is not only the variants but also their fre-
quencies that are acquired during the formative years” (Nevalainen and Raumolin-
Brunberg [2003] 2017, 83). The driving force for the change (the prestige of the new 
variant) seems to be the same after different decades and in the direction of the ongo-
ing process taking place in the community generation after generation.

The pattern exhibited by the generational change in figure 2.2 follows a typical 
S-shaped curve model of diffusion (Rogers [1962] 1995, 257–63) that affects its rate: 
a pattern with a slow initial spread due to the still low contact frequency between 
users of the new and the old forms, followed then by a rapid middle stage when con-
tact is greatest, and then a slower final phase again due to saturation (see also Labov 
1994, 65–66; Nevalainen and Raumolin-Brunberg [2003] 2017, 53–55). In Ricote, 
while intermediate age groups (G3 and G4) accelerate the process of diffusion of the 

2,597

2,999

2,786

2,956

2,874

2,915

2,726

2,304

1,774 1,754 1,758

1,689 1,667
1,582

1,538

1441
1,398

1,301
1253 1275

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

2400

2600

2800

3000

1900 1910 1920 1930 1940 1950 1960 1970 1981 1986 1990 1991 1995 2000 2005 2010 2015 2018 2020 2022

Population

G5:
51.2%n-st

G3:
20%n-st

G2:
7.3%n-st

G1:
0%n-st

G4:
49.3%n-st

•	Figure 2.2. ​ Evolution in Ricote population from 1900 to 2022 and year of birth and 
childhood of informants (data from Instituto Nacional de Estadística; n-st = non-
standard usage)
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Data and Methods
Swabian, or Schwäbisch, is an Upper German dialect belonging to the Alemannic fam-
ily, spoken in southwestern Germany by approximately 800,000 people or 1 percent 
of the German population. The following subsections describe the corpus, the data 
collection and preparation process, and the dependent and independent variables.

Swabian Corpus
This investigation combines both a panel and a trend study: 20 speakers recorded in 
1982 and again in 2017 comprise the real-time panel study; 40 comparable speak-
ers from 2017, “social twins” (Blondeau 2001), were selected from a larger Swabian 
corpus to create a combined real- and apparent-time trend study (see figure 3.1). The 
“social twins” were selected for the “best match” with the panel speakers based on 
age, gender, education, and locality (Blondeau 2001). All speakers were of a similar 
socioeconomic status, namely, middle-class. While there were no problems in match-
ing speakers with respect to location, age, and gender, finding speakers with com-
parable levels of education was difficult due to rising educational levels in Germany 
over the last 35 years (see the subsection on page 42). As a result, the trend study 
shows an 84% overall match with the panel speakers. The 16% unmatched portion 
is due to the fact that the German population overall is more highly educated today 
than 35 years ago.

Multistage corpora, such as the Swabian corpus—with a mixture of time dimen-
sions based on speaker date of birth, age, and time of recording—provide the abil-
ity to discriminate between generational change and lifespan change, enabling the 
systematic comparison of community change and individual change linked directly 
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•	Figure 3.1. ​ Swabian corpus



•	Figure 3.2. ​ Dialect density and local orientation



•	Figure 3.3.  Dialect density and interlocutor accommodation



•	Figure 3.4. ​ Dialect density and speaker mobility
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and high stigma. The evolution is clear: in 1982, speakers used the Swabian [ɔɪ̯] 
variant approximately 50% of the time (although considerably less for the younger 
Stuttgarters). In 2017, the youngest generation use the Swabian [ɔɪ̯] variant less than 
20% of the time and many have eliminated this stigmatized form from their speech, 
shifting completely to the standard German [aɪ̯] variant. This finding points to the 
formidable effect that perceptions of dialect origin and stigma can play on the choice 
of linguistic variants.

(st) Coda Palatalization
Figure 3.7 presents a different picture for (st) coda palatalization, a variable that has 
been largely stable over the 35-year timespan. In real-time, the median frequency for 

•	Figure 3.5. ​ Change in dialect density in real- and apparent-time

•	Figure 3.6. ​ Change in (ai) diphthong (MHG /ei/) in real- and apparent-time
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the Swabian [ʃ] variant has changed little over the lifespan, from 68.9% in 1982 to 
62.1% in 2017. In apparent-time, the Swabian variant ranges from 63.6% for the old-
est speakers to 73.5% for the middle-aged group to 68.2% for the under 30-year-olds, 
differences that are not statistically significant. These findings reinforce the profound 
effect that variable type, salience, and stigma (or prestige) have on variable use. It 
is worth pointing out that the 2017 panel study exposes several outliers (gray dia-
monds) in the middle age group (30–60-year-olds), all from Stuttgart: Manni, an ar-
chitect (9%), Helmut, a radio announcer (10%), and Ricarda, a school teacher (23%) 
all use considerably fewer Swabian variants than their cohorts, reflecting greater dia-
lect leveling in the urban capital of Swabia.

Interaction between the Social and the Linguistic
To analyze the interactions between the social and linguistic factors, two mixed-
effects regression models (glmer function from the R package lme4, version 1.1-21 
[Bates et  al. 2015]) were run to predict dialect density (all 20 linguistic variables) 
based on four social factors (recording year, community, orientation, and mobility)7 
and three linguistic factors (variable family, salience, and stigma). Figure 3.8 graphi-
cally depicts the estimated correlation coefficients showing the relative difference 
in weight between the predictors in the two models: one model for the panel study 
for real-time lifespan change (gray squares) and one model for the trend study for 
apparent-time generational change (black dots). Only significant effects (p < .05) are 
displayed on the plot. The effects are sorted by the estimated coefficient of the panel 
study, such that positive estimates favoring the Swabian variants are positioned to the 
top and to the right, while negative effects favoring the standard variants are sorted 
toward the bottom and to the left. For effects that are significant in one model but not 
in the other, the non-significant effect is plotted at the 0 point.

A comparison of the effect sizes indicates that recording year has the largest ef-
fect: the 2017 recordings disfavor dialect use relative to the 1982 recordings for the 

•	Figure 3.7. ​ Change in (st) coda palatalization in real- and apparent-time
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panel speakers (note the gray square at the bottom left), an effect that is obviously 
not applicable for the trend study (black dot plotted at the 0 point). The next stron-
gest constraint concerns speaker mobility, dispersion (number of moves), and dis-
tance (kilometers moved). While neither of these are significant for the trend study, 
the panel study shows significant and opposing effects for these two constraints: in 
1982, greater dispersion favored dialect use, while greater distance disfavored it. As 
we would expect, people who moved further away used less dialect than those who 
stayed close to home, while people who move around a lot within their home region 
used more dialect. However, over the 35  years of this study, this tendency has re-
versed. In 2017, speakers who move greater distances use more dialect variants, while 
those who move around a lot use fewer. This change highlights a profound change 
in Swabian society. Today, speakers who move far away tend to cling to their dialect 
more than speakers who simply move around a lot. Perhaps, as Vandekerckhove and 
Britain (2009, 5) comment, “People start cherishing what is perceived to have become 
rare.” This assessment lends support to the notion that diasporas often unite to safe-
guard cultural and linguistic aspects of their homeland that they fear they may be 
losing through assimilation with the more prestigious community.

As with the previous figures, figure  3.8 reveals that younger speakers from 
Stuttgart disfavor dialect, a finding that is significant for the trend study but not for 
the panel study, a discrepancy that is likely the result of greater age distribution in 
the trend study sample. Also, as we saw earlier, higher local orientation favors greater 
dialect use, which holds true for both the panel and the trend study, an effect that is 
strongest in 1982 and for older speakers. Noteworthy is the role of higher education 

•	Figure 3.8. ​ Significant effects from multivariate analyses
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on dialect use, an effect that is significant for the 2017 trend study speakers but not 
for the panel study speakers in either time period, underscoring the increasingly im-
portant role that higher education plays on language use today. Still, age usurps edu-
cation, as older speakers, even those with higher education, use more dialect than 
younger speakers.

Nature of the Linguistic Variable
As discussed, the nature of the linguistic variable—its etymological origin and its so-
cial and historical context—plays a fundamental role in speakers’ choice of variants. 
The graphs in figures 3.9–11 plot the partial effects (plotLMER.fnc from the R pack-
age languageR, version 1.5.0 [Baayen 2008]) for the three variable type predictors 

•	Figure 3.9. ​ Indexicalities on the nature of the linguistic variable—family
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•	Figure 3.10. ​ Indexicalities on the nature of the linguistic variable—saliency

from the multivariate models discussed in the previous section. The vertical axes rep-
resent the correlation coefficient of dialect density (scaled), and the horizontal axes 
plot birth year (scaled). Note that negative numbers indicate lower dialect density 
and earlier birth years, i.e., older speakers. The lines plot three variations of dialect 
density based on the type of variable: variable family (figure 3.9), variable salience 
(figure 3.10), and variable stigma (figure 3.11) (see table 3.1 for the specific variables 
that comprise each type of variable).

Figure 3.9 demonstrates that variable family is a strong predictor of both dialect 
use and change in use over time: the 11 more widely used regional variables are largely 
stable, while the 9 Swabian-specific ones are in obvious decline in the panel study 
(upper plot), with even more blatant falloff in the trend study (lower plot). Figure 3.10 
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reveals that variable salience is an essential indicator of dialect use for the panel study 
speakers yet appears to be irrelevant for the trend study speakers. All speakers use 
more high salient dialect forms; however, salience is only relevant for change across 
the 35 years in the panel study in which low-salience variables are declining over the 
lifespan. It seems that people are consciously exploiting the Swabian dialect features, 
perhaps for identity reasons: “there’s a longing for it,” but they can only satisfy this 
longing via the salient variables they have access to; the lower-salience ones fly under 
the radar and are leveled out due to pressures from the standard language.8

In contrast to salience, figure 3.11 indicates that variable stigma does not play a 
role for the panel study speakers, yet it is a key factor for the trend study speakers, 
with low-stigma variables showing a greater decrease in dialect use. This finding may 

•	Figure 3.11. ​ Indexicalities on the nature of the linguistic variable—stigma
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number of options available. Recall that 3SM and 3P have more forms available in the 
original mix, with or without /j/, in addition to /oː/ versus /aː/ (see Range of Variation 
in the Amman Data). The rate of occurrence of Paradigm I is higher for the verb ‘to 
take’; the transition is almost complete for 1S, and 74%–78% for the rest of the forms. 
Here too we notice that the rates for 3SM and 3P are slightly lower than the average. 
While focusing in TAKE is faster than EAT, both verbs show a similar pattern across 
the paradigm as a whole, which is an indication that the speakers treat the develop-
ments in both verbs as one feature.

The Role of Generation and Dialectal Heritage
One of the interesting aspects in the process of dialect formation in Amman is the 
layering of the social correlates across the generations, as well as the emergence of 

•	Figure 4.1a. ​ AKAL (ʔakal): Percentage of paradigms a: and o: across the sample

•	Figure 4.1b. ​ AXAD (ʔaxað): Percentage of paradigms a: and o: across the sample
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new social variables. For instance, the variable (q) has two competing variants: local 
Jordanian [ɡ] and urban Palestinian [ʔ]. In the first generation, dialectal background 
is the strongest predictor of the occurrence of (q) variants. In the second generation, 
gender emerges as a major factor that interacts with dialect heritage in constrain-
ing speakers’ linguistic behavior. In the third generation, style and type of profession 
emerge as additional factors, and dialectal heritage is relegated to an even lower rank-
ing among the social correlates (for details, see Al-Wer and Herin 2011). In another 
variable, namely, the 2P pronominal suffix -kum, dialectal heritage plays no role at all 
in the behavior of the third generation (for details see Al-Wer 2003).

Figures 4.2a and 4.2b show a breakdown of the results for the two verb para-
digms by dialectal heritage, combining all generations.

As can be seen, the speakers who have a Palestinian dialectal heritage are overall 
ahead of the speakers with Jordanian heritage in using the incoming feature /aː/ for 

•	Figure 4.2a. ​ AKAL (ʔakal): Percentage of paradigm a: for all speakers by heritage

•	Figure 4.2b. ​ AXAD (ʔaxað): Percentage of paradigm a: for all speakers by heritage
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both verbs. This group’s lowest score is 70%, while in the case of Jordanian heritage it 
is 62%. Notice that, in EAT, the lowest score overall is that of 3SM, i.e., the conjuga-
tion with more options in the input varieties.

To see the effect of heritage across generations, let us first consider figure 4.3, 
which shows the results for EAT in the second generation by heritage. As men-
tioned earlier, the sample of speakers that supplied the full paradigm of EAT and 
TAKE are predominantly from the third and fourth generations. The sample, 
however, also includes 11 speakers from the second generation, 6 of whom are of 
Jordanian heritage.

Bearing in mind the much smaller sample, these results clearly show that the 
heritage dialect has a considerable effect in this generation. The incoming variant, 
conjugation with /aː/, is used considerably less by the second generation, who have a 
Jordanian dialectal heritage, and the trend toward this paradigm is led by the speak-
ers with Palestinian heritage for all conjugations. Recall that /aː/ forms had been 
available in the Palestinian environment prior to immigration to Amman. We also 
notice that the use of the unusual Jordanian derivation 1S boːkol is already reduced by 
half in the speech of those who would have inherited it from their parents (Jordanian 
heritage), while it is not used at all by the other group (Palestinian heritage).

Let us now look at the younger generations. Figures 4.4a and 4.4b display the 
results of the third and fourth generations by heritage dialect.

This figure shows that the gap between the two groups is considerably nar-
rower compared with the second generation. For 1S, the unique Jordanian form 
boːkil is almost completely leveled out. A plausible reason is that the Jordanian group 
changes their behavior in the direction of the koine form baːkul. For the Palestinian 
group, which never had the boːkil ‘I eat’ variant, it is simply a case of maintenance 
of a heritage form, which happens to be identical to the pan-Levantine form. The 
rest of the forms, however, tell a rather different story. For the Jordanian group, we 

•	Figure 4.3. ​ AKAL (ʔakal): Percentage of paradigm a: by heritage in the second 
generation
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see an increase in the use of /aː/ forms, but not to the same extent as for 1S. This is 
consistent with the general trajectory of change. However, for the Palestinian group, 
the younger speakers actually reduce the amount of /aː/ in comparison to the older 
speakers, moving in the opposite direction of the general trajectory. In doing so, they 
reduce the heritage gap seen in the previous generation, aligning their linguistic be-
havior with their Jordanian counterparts. The difference between these forms and 1S 
can be attributed to the fact that both /aː/ and /oː/ variants were available in the input 
dialect from Palestinian. Although the end result is a fairly homogeneous pattern, the 
effect of dialect heritage is still discernible from the existence of variation except for 
the disparity between the 1S form, exclusively with /aː/, and the rest of the paradigm, 
maintaining variation between /aː/ and /oː/.

The remaining important question that emerges from this investigation concerns 
the nature of the variation between the /aː/ and /oː/ forms in the younger generations, 

•	Figure 4.4a. ​ AKAL (ʔaxað): Percentage of paradigm a: by heritage for generations 
3 and 4

•	Figure 4.4b. ​  AXAD (ʔaxað): Percentage of paradigm a: by heritage for generations 
3 and 4
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As figure 5.3 demonstrates, Kathryn’s six-vowel system is representative of the 
Lakpazee Kolokwa speakers more generally. A majority of the 24 speakers show val-
ues that surpass the .8 BA threshold for each of the six pairs.

In sum, apart from the additional conflation of high front vowels, the Kolokwa 
vowel system parallels the vowel system that obtains generally in the region’s Niger-
Congo languages.7

Unlike the morphosyntactic features mentioned earlier that displayed sensitivity 
to such social features as age/formal schooling and speaker’s co-L1, the vowel system 
in the Lakpazee Kolokwa Corpus does not show any correlation with speaker’s social 
attributes. This may indicate that the current state of the Kolokwa vowel system is a 
long-standing one.

As noted earlier, Gio (Dan) constitutes an exception to the local Niger-Congo 
pattern, most significantly in its having four central vowels. Thus, Gio would seem to 
have a vowel that corresponds rather directly to the English vowel strut. Of the 12 
Lakpazee Kolokwa speakers with a Mande co-L1, 4 have Gio as this language. This sets 
up the possibility that the Kolokwa vowel system for these 4 speakers would be differ-
ent from the other speakers, whether the other 8 speakers with a Mande co-L1 or all 
20 of the other Lakpazee Kolokwa speakers. In fact, this does not obtain (see table 5.1).

•	Figure 5.3. ​ The percentage of Kolokwa speakers (n = 24) who have mergers (solid 
color) for a given vowel pair; the graph also shows the percentage of speakers (n = 24) 
who, while not having a merger, show partial overlap (striped); the BA scores for 
mergers are ≥ .8 and for partial overlap .8 > x > .6
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for models containing year of birth, sex, amount of education, job type, and settle-
ment where childhood was spent as predictors of BA scores for kit-face (p = .22), 
strut-thought (p = .77), or foot-goat (p = .35).

Attitudes
We contend that the vowel system that the Settlers brought with them from America 
(as shown in figure 5.1) has now undergone three vowel mergers as a consequence 
of contact with Kolokwa. The Sinoe Settlers would have been in daily contact with 
Kolokwa speakers; thus, the Kolokwa model was present for them. However, there 
is the question of Settler attitudes about indigenous Liberians, i.e., Kolokwa speak-
ers. As noted above, from the outset the Settlers have seen themselves as culturally 
superior, continually disparaging indigenous culture. In 1835, the Settler newspaper, 
Liberia Herald, characterized the indigenous people around them as “these half can-
nibals” (qtd. in African Repository 1835, 11:338). A century later, Richard Strong, 
leader of the Harvard African Exhibition to Liberia in 1926–27, observed: “A num-
ber of Americo-Liberians [i.e., Settlers] . . . ​maintain an attitude of high superiority” 
toward Liberia’s indigenous population (1930, 36). The attitude continues to be en-
trenched. As noted, while the 1980 military coup d’état ended the Settlers’ political 
control, their cultural hegemony persists. This attitude has been lexicalized, specifi-
cally with the use of “civilized” to refer to Settlers: “But the Kru people now they sing 
when they be dancing. But we civilized people we go by the music, that’s all.” It is 
noteworthy that the speaker is Absalom, a Settler with no formal education.10

•	Figure 5.5. ​ The percentage of Kolokwa speakers (n = 24) and Settler English speakers 
(n = 15) who have mergers (solid color) for a given vowel pair; the graph also shows 
the percentage of speakers (Kolokwa, n = 24; Settlers, n = 15) who, while not having 
a merger, show partial overlap (striped); the BA scores for mergers are ≥ .8 and for 
partial overlap .8 > x > .6
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Instruments and Analysis
Reading Passage
Speakers were asked to read a set of unrelated sentences which were presented on a 
tablet computer screen. The reading passage was composed of 21 sentences with 12 
target words: 6 words potentially containing /wɑ/ variation (variants: monophthong 

•	Figure 6.2a and b. ​ Scatter plots showing the Seoul-in-Kyungsang speakers (top) and 
the Kyungsang-in-Seoul speakers (bottom) according to gender, length of stay in the 
D2 region, and age
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different communities and even in the same migrant community regarding different 
linguistic features.

On the technical side, interactions are observed when “the effect of one explana-
tory variable on the outcome depends on the value of another variable. The effect 
can be reinforced, weakened, or even reversed” (Levshina 2015, 162). A well-known 
case of interaction in variationist studies is the one between gender and social class 
(Labov 1990), as differences between female and male speakers are not held constant 
through the course of language change, in cases of stable variation, nor in different 
socioeconomic groups.

A systematic interaction between gender and level of education was described by 
Oushiro (2020a) in an analysis of six variables in the São Paulo Sample: pretonic mid-
vowel height /e/ and /o/, coda /r/, /t, d/ affrication, sentential negation, and nominal 
agreement (see the “Background” section). From this set, /t, d/ indexes rural-urban 
distinctions, nominal agreement indexes rural-urban and level of education differ-
ences, and the other variables index Northern-Southern dialects. There were signifi-
cant interactions between gender and education in mixed-effects models only for 
/t, d/ affrication and nominal agreement (figure 7.1); for all other variables, no sig-
nificant effect of gender was found (figure 7.1 and subsequent figures are available in 
a larger size at the publisher’s website).

In figure 7.1, the left panel shows the results for the predicted probabilities of /t, 
d/ affrication, and the right panel shows the probabilities of usage of standard nomi-
nal agreement (the preferred host community variants), all with their respective error 
bars. Each panel shows the females on the left (lines with circle) and the males on 
the right (lines with triangle), and both groups are subdivided into speakers’ level of 
education: elementary, high school, and college. The different patterns for females 

•	Figure 7.1. ​ Interactions between gender and level of education for variable /t, d/ before 
[i] (left) and variable NP agreement (right) in the speech of 32 Northeastern migrants 
living in São Paulo, in mixed-effects models performed on the São Paulo Sample of 
Projeto Acomodação (Source: Adapted from Oushiro 2020a, 59–60)
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dispersion in the data. Although the overall shapes of the curves are roughly the 
same as in the mixed-effects models, in figure 7.2 gender differences arise not only 
for speakers with high school education but also for more and less educated speak-
ers. Bortoni-Ricardo’s (1985) participants were mostly illiterate or had very low levels 
of education, while most speakers in the São Paulo Sample have at least completed 
elementary school. In figure 7.2, if considering only the less-educated speakers, the 
comparison between males and females in the fixed-effects models could indeed lead 
to the conclusion that men are ahead of women in the accommodation to affricate 
/t, d/ and standard nominal agreement, which is the same result that Bortoni-Ricardo 
(1985) found for rural speakers. Thus the difference in the observed behavior for 
women and men in Bortoni-Ricardo’s (1985) and Oushiro’s (2020a) studies may be 
accounted for by both the differences in statistical models and the general educa-
tional level of their participants.

Most important, though, this systematic comparison of studies and models 
shows that (1) there is great dispersion among individuals, which may be particularly 
enhanced in dialect contact situations (see Silveira 2022), and hence it is impera-
tive to analyze migrants’ speech in mixed-effect models to adequately infer the role 
of fixed-effects; (2) migrants do not behave homogeneously in relation to different 
variables, and various patterns of correlation with gender (either men or women in 
the lead, or yet no correlation) may be observed, especially considering variables’ 
social salience, indexicalities (“Northeastern,” “rural,” “stigmatized,” etc.), and speak-
ers’ awareness; and (3) gender patterns are closely related to gender roles variously 
defined in different communities, and it is likely that migrants’ gender interacts with 
other external predictors, such as speakers’ education, social class, and style.5

•	Figure 7.2. ​ Interactions between gender and level of education for variable /t, d/ 
before [i] (left) and variable NP agreement (right) in the speech of 32 Northeastern 
migrants living in São Paulo, in fixed-effects models performed on the São Paulo 
Sample of Projeto Acomodação (Source: Adapted from Oushiro 2020a, 59–60)



•	Figure 7.3. ​ Regression lines between speakers’ rate of usage of São Paulo’s typical 
variants and age of arrival (left) and length of residence (right) for coda /r/, /t, d/ 
before [i], sentential negation, and nominal agreement in the Campinas Sample. Log 
odds are from mixed-effects logistic regression models, with speakers’ gender, age 
of arrival, and length of residence as fixed effects and speaker as a random effect 
(Source: Adapted from Oushiro 2020b, 83)
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f0 change rate, standard deviation of positive f0 change rate, and standard deviation 
of negative f0 change rate) the younger they were when they moved to the new com-
munity, but women did not exhibit the same pattern.

Figure 7.4 (adapted from Oushiro 2019) shows the results for pretonic midvow-
els in the São Paulo Sample. Recall that this group of migrants is stratified according 

•	Figure 7.4. ​ Number of speakers in the São Paulo Sample accommodating to Paulistas’ 
pretonic midvowels /e/ and /o/ according to migrants’ age of arrival (top) and length of 
residence (bottom) (Source: Adapted from Oushiro 2019, 688)



	132	 Chapter 7

simply aimed at probing speakers’ attitudes toward the different regions in the highly 
localized instance of the sociolinguistic interview. In fact, one of the speakers in the 
sample—who was recorded in two different occasions in 2016 and 2018, with slightly 
different interview schedules—self-attributed grade 5 in 2016 and grade 3 in 2018 to 
how Paulista they considered themself, clearly showing that this is only an indirect 
measure of their attitudes at a specific conversation, with a specific interlocutor, at a 
specific place and time.

More noteworthy is a correlation found between the Paulista scale and length 
of residence (Pearson’s r = 0.35, p = 0.02); i.e., the greater the length of residence 
in São Paulo (in years), the greater the tendency to self-attribute a higher grade in 
the Paulista scale. Although not that strong a correlation, this signals that length of 

•	Figure 7.5. ​ Participants’ self-attributed degree of identification with home state (top) 
and host community (bottom) (Source: Adapted from Oushiro 2020b, 85.)
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that show the distribution of overall Pronoun Rate for each city’s data (this and sub-
sequent figures are available in a larger size at the publisher’s website).

We will now consider a series of additional figures, each accompanied by statisti-
cal tests that assess the significance of the patterns that they demonstrate. Figure 8.2 
presents a pair of scatterplots, one each for the NYC and Boston data. On the x-axis 
of each plot is the variable PLUS. The variable Pronoun Rate is plotted on the y-axis. 
Each speaker is represented by a point, and their location in the figure is determined 
by the intersection of their PLUS value and their overall rate of pronoun use, as ob-
served in their sociolinguistic interview. A line has been fit to each city’s data using 
the ggplot2 package in R (Wickham 2016). Correlation tests—one for each city—
returned significant results. In both datasets we observe weak-to-modest, statistically 

•	Figure 8.1. ​ Pronoun Rate for each city

•	Figure 8.2. ​ Pronoun Rate by PLUS for each city
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significant positive correlations: for the NYC data, r(138) = .30, p < .001, and for the 
Boston data r(78) = .24, p <.03. Figure 8.2 and its associated quantitative analysis in-
dicate that greater US life experience, as measured by the variable PLUS, is associated 
with higher rates of pronoun use.

The categorical variable Generation, plotted in a pair of box plots in figure 8.3, 
provides a complementary view. In each city Newcomers have lower pronoun rates 
on average than Established Immigrants, who in turn have lower rates than the US 
Born. For the NYC data, the mean Pronoun Rate of the three groups is 30, 34, and 
38 percent, respectively. An ANOVA comparing the means of the three groups re-
turns significant results, F(2,137) = 4.45, p < .01. Bonferroni post-hoc tests indicate 
that the only significant pairwise contrast in the NYC data is between Newcomers 
and the US Born, p < .01. In the Boston data, the Pronoun Rate of Newcomers, 
Established Immigrants, and US Born, respectively, is 23, 27, and 30—the same pat-
tern of intergenerational increase observed for NYC speakers. However, in contrast 
to the NYC data, an ANOVA run on the Boston data did not return significant results 
for this variable, F(2,77) = 1.96, p < .14.

Now let us consider the relationship between pronoun rates and the regional 
origins of study participants. The reader may recall that the research literature gen-
erally reports higher rates of pronoun use among Spanish speakers with origins 
in Caribbean and coastal locales than among those who hail from the interior of 
Mainland Latin America. Both the NYC and Boston data are consistent with this 
pattern, as can be seen in figure 8.4. A pair of Welch Two Sample t-tests comparing 
the mean Pronoun Rate of the two regional groups returns significant results for each 
city’s data: For NYC, the mean Pronoun Rate for Caribbeans and Mainlanders is 39 
and 27.5, respectively, t(138) = 7.03, p < .001, 95% CI (confidence interval) = [15, 8.5]. 
For Boston, the mean Pronoun Rate is 35 for Caribbeans and 23 for Mainlanders, 
t(78) = 3.5, p < .001, 95% CI = [18, 4.8].

•	Figure 8.3. ​ Pronoun Rate by Generation for each city
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How does the regional difference between Caribbeans and Mainlanders relate to 
the trend observed above, whereby increased US life experience was associated with 
higher rates of pronoun use? To answer this question, we can replicate figures 8.2 
and 8.3 while grouping speakers by regional origin. This has been done in figures 8.5 
and 8.6. In the NYC data, each regional group recapitulates the patterns found in the 
overall NYC dataset. Among Caribbeans (in gray) as well as Mainlanders (in black), 
greater US life experience, as measured by the variables PLUS and Generation, is 
associated with higher Pronoun Rate. The correlation between PLUS and Pronoun 
Rate among NYC Caribbeans is r(70) = .38, p < .001. For NYC Mainlanders it is 
r(66) = .25, p < .03. The mean Pronoun Rate among NYC Caribbeans, for Newcomers, 
Established Immigrants, and the US Born is 36, 39, and 44 percent, respectively. For 
NYC Mainlanders among the same generational groups, the means are 24, 28, and 
33. These trends are consistent with an interpretation of structural convergence 
via language contact for both regional groups in the NYC data. To quote Otheguy, 
Zentella and Livert’s (2007) interpretation of these results: “We attribute the increase 
in pronoun rates to the widespread bilingualism of the [US born] (795) . . . ​contact 
with English is causing an increase in the use of overt pronouns in Spanish” (783). 
With respect to dialect contact, there appears not to be any evidence of regional 
leveling in the NYC data at the level of rates. While the rates of both Caribbeans 
and Mainlanders increase with PLUS and Generation, they remain separate from 
each other. That is, the gap between the two regional groups does not close across 
apparent-time generation, even as rates increase overall.

When we shift our attention to the Boston data, we observe a striking distinc-
tion between the two cities. In the NYC data, rates of pronoun use increased with 
US life experience for both regional groups. In the Boston data, this pattern is re-
stricted to Caribbeans: while there is a significant positive correlation between PLUS 
and Pronoun Rate among Bostonian Caribbeans [r(23) = .69, p < .001], a comparable 

•	Figure 8.4. ​ Pronoun Rate by participant regional origin for each city
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pattern fails to emerge for Boston Mainlanders [r(51) = −.1, p = .46]. The variable 
Generation provides a parallel, if perhaps more revealing, perspective, suggesting 
that the seeming exceptionalism of Mainland Bostonians is largely due to the be-
havior of the US Born. Indeed, median pronoun rates in the Boston data actually 
increase from Newcomers to Established Immigrants in both regional groups, 
as they do in the NYC data. While this pattern continues (and intensifies) from 
Established Immigrants to US Born among Caribbean Bostonians, it appears to 
reverse among Mainland Bostonians. Mean rates across the generational groups 
are, for Bostonians Caribbeans, 24, 30, and 49, for participants who are Newcomers, 

•	Figure 8.5. ​ Pronoun Rate by PLUS by participant-regional origin for each city

•	Figure 8.6. ​ Pronoun Rate by Generation by participant regional origin for each city
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not coded for Priming and that the Boston data were not coded for Clause Type or 
verbal Lexical Content). We focus here on the two ends of the contact spectrum, that 
is, on Newcomers and the US Born. First, let us consider regression results for NYC 
Newcomers, asking how the models for Caribbeans and Mainlanders compare in 
terms of constraint significance and strength (i.e., ranking). A third dimension, con-
straint directionality—that is, how the levels of the various constraints either favor or 
disfavor pronoun use—will be addressed separately. To assess the first two properties, 
the significance and strength of constraints, we can use a test statistic that quantifies 
the relative contribution of each constraint to its respective model. The larger the test 
statistic value is for a given constraint, the more robust its contribution to patterns of 
pronoun use for the group in question. Otheguy and Zentella (2012) relied on Wald 
statistics to carry out their analysis, and we will recapitulate their approach here.

Consider the left panel of figure 8.7, which plots the Wald statistics associated 
with the models for Newcomer New Yorkers; once again Caribbeans are represented 
by gray and Mainlanders by black. The y-axis plots Wald values, and the x-axis lists 
the linguistic factors included in the regression model. For each regional group, the 
largest Wald statistic was observed for the variable Person and Number. This was fol-
lowed, in order of decreasing constraint strength, by Switch Reference, TMA, Clause 
Type, Lexical Content of the target verb form, and verbal Reflexivity. Each of the 
six constraints significantly contributed to its respective model. The rankings, or 
variable hierarchies, of the two groups are identically structured. These results show 
that among Newcomers there is little to no dialectal variation in terms of the rela-
tive importance of these linguistic factors. Now consider the right panel of figure 8.7, 
which presents the regression results for US-Born New Yorkers. Their variable hi-
erarchies are identical in rank to each other as well as to those of their Newcomer 
counterparts with one exception: Reflexivity and Lexical content of the verb—the 
two weakest predictors—have switched rankings among the US Born. Remarking on 
these results, Otheguy and Zentella (2012, 182) write that “the patterns are the same 

•	Figure 8.7. ​ NYC variable hierarchies
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in both regions in both generations.” It is on the basis of this fact that they emphasize 
intergenerational continuity in pronoun use that appears alongside the changes in 
rates presented above.

Boston Constraints
Now consider analogous variable hierarchies among Bostonians. Here, instead of 
Wald values, the variable hierarchies for Bostonians are based on Akaike Information 
Criteria (AIC) values. The larger the AIC value for a given variable, the stronger the 
variable is in reducing error in its model. Two additional methodological differences 
between the NYC and Boston hierarchies are that the latter exclude the variables 
Lexical Content and Clause Type and include the variable Priming. The same qualita-
tive pattern for variable hierarchies observed in the NYC data—that is, intergenera-
tional continuity and the absence of dialectal differences—emerges in the Boston data 
(see figure 8.8). All four Boston groups share rankings, the order of which, from stron-
gest to weakest constraint is Person and Number, Switch Reference, Priming, TMA, 
and Reflexivity. In terms, then, of the results of variable hierarchy comparisons, the 
prevailing trend in the data is one of intergenerational continuity in each city. While 
contact with English may be driving significant increases in overall rates of pronoun 
use among New Yorkers and Caribbean Bostonians, this change appears not to have 
resulted in generational reconfiguration of variable hierarchies in either city. At this 
level of analysis, thus, there is strong evidence of uniformity across the two locales.

Person and Number
We have now examined rates and variable hierarchies across the two datasets. As a 
third and final exercise in comparison, let us now turn our attention to the question 

•	Figure 8.8. ​ Boston variable hierarchies
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outcomes in the NYC and Boston data, and it is a challenge to the Strong-Uniformity 
Hypothesis.

Discussion
Let us summarize the main results reported above and take stock of how the Strong-
Uniformity Hypothesis fares in light of them.

•	 At the level of rates, there is evidence of contact-induced structural con-
vergence in both cities; i.e., increased contact experience is associated with 
higher pronoun rates. But this pattern is clearer and stronger in the NYC data. 
Results at this level of analysis amount to what may be called moderately uni-
form outcomes in the two contact settings.

•	Figure 8.9. ​ Second-person singular parameter estimates by city and region
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p < .001, and for NYC Mainlanders r(62) = −.37, p < .002. For Boston Caribbeans 
r(54) = −.67, p < 001., and for Boston Mainlanders r(112) = −.42, p < .001. While the 
correlation coefficients are stronger for Caribbeans in both cities, the Bostonian 
Mainlanders show a stronger correlation coefficient than the NYC Mainlanders. In 
other words, there is strong uniformity across the two locales such that increased 
US life experience is associated with a shift away from exclusive Spanish interaction 
with interlocutors. The hypothesis that Bostonian Mainlanders are less exposed to 
the grammatical norms of English does not hold up well in light of these results.

Filled Pauses
Yet another scenario to consider is that for some reason that is beyond the reach of the 
study’s variables, Boston Mainlanders are simply less susceptible to the innovation-
promoting forces of linguistic contact. Consideration of a different variable phenom-
enon strongly suggests otherwise. A related research initiative of the present project 
is a study of variation in vowel quality in filled pauses among Spanish-speaking 
Bostonians (see Erker and Bruso 2017 for detailed analysis). Variants include [e] as 
well as two central variants, [a] and [schwa]. The [e] variant is favored among indi-
viduals with less life experience in Boston and among those with a larger fraction of 
Spanish-only interlocutors. In contrast, the centralized variants, [a] and [ə], are pre-
ferred among those with greater US life experience and fewer Spanish-only interlocu-
tors. These preferences in vowel quality, which indicate that the pause-filling norms 
of Spanish speakers have been reconfigured under contact, are observed among both 
regional groups.

Figure  8.11 contains two scatterplots, each of which has on its y-axis Rate of 
Centralized Filled Pauses. This refers to the percentage of a speaker’s filled pauses 
that were produced with either [a] or [ə], rather than [e]. For example, if a participant 
produced 100 filled pauses during their interview (the same ones that were used to 

•	Figure 8.10. ​ Percent Spanish-Only Interlocutors
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collect subject pronominal data) and 70 of them were eh while 20 were ah and 10 
were uh/um, the rate of centralized filled pauses for that participant would be 30 per-
cent. On the x-axes of the two scatterplots in figure 8.11 are the now familiar con-
tact measures Percent Spanish-Only Interlocutors and PLUS, in the left and right 
panels respectively. Correlation tests support what the figure suggests: There is a sig-
nificant negative correlation between rates of Centralized Filled Pauses and Percent 
Spanish-Only Interlocutors for both Bostonian Caribbeans [r(23) = −.62, p < .001] 
and Bostonian Mainlanders [r(50) = −.43, p < .002]. There is a significant positive 
correlation between rates of Centralized Filled Pauses and PLUS for Caribbeans 
[r(23) = .62, p < .001] and a near-significant correlation for Mainlanders r(50) = .24, 
p < .08. These results—whereby increased US life experience and decreased use of 
Spanish are associated with greater use of centralized vowels—strongly support the 
conclusion that a process of structural convergence with the pause-filling norms of 
English, in which central vowels are favored in filled pauses, is underway among both 
Bostonian regional groups. This contrasts with the trends illustrated in figures  8.5 
and 8.6, which indicate contact-induced convergence in subject pronoun rates for 
Bostonian Caribbeans but not for Mainlanders. These are challenging results, and 
there is no obvious way to reconcile them. They suggest the tantalizing possibility 
that even among the same individuals, contact-induced change may unfold in differ-
ent ways in different components of linguistic systems.

Conclusion
This study examined the linguistic outcomes of dialectal and language contact among 
Spanish speakers in two settings, NYC and Boston. The linguistic feature used to 
assess contact outcomes was the variable presence vs. absence of subject personal 
pronouns, a site of cross-linguistic as well as dialectal differences. Multivariate 

•	Figure 8.11. ​ Rates of Centralized Filled Pauses by Spanish-Only Interlocutors and 
PLUS
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Awareness Metric
The data presented thus far reflect how SgE speakers as a group believe words are 
realized in AmE but may not be a clear indication of how accurate these percep-
tions are on an individual speaker level. To quantify the accuracy of individual par-
ticipants’ intuitions, each rating was scored based on whether it aligns with the AmE 
pronunciation predicted by the analysis that we adopt. In the obligatory condition, 
preference for the flapped pronunciation (“Always,” “Often”) is considered “correct” 
and receives 1 point, while dispreference (“Rarely,” “Never”) is scored 0 points. The 
reverse is true for the illicit condition. If participants truly treat flapping as optional 
in the optional condition, then intermediate responses (“Often,” “Rarely”) are ex-
pected for both pronunciations, so these options are both scored 1 point.

•	Figure 9.1. ​ Participants’ beliefs about T-flapping in AmE; for each word, the rating is 
given as the ratio of the mean flapped rating to the mean unflapped rating

•	Figure 9.2. ​ Participants’ beliefs about flapping of /nt/ in AmE; for each word, the rat-
ing is given as the ratio of the mean flapped rating to the mean unflapped rating
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Results: Own Use of T-Flapping
Two participants skipped the survey section on their own use of T-flapping, but the 
remaining 79 participants had a 100% response rate, giving 6,715 ratings collectively. 
As with the AmE awareness data, qualitative ratings were quantified by assigning 
scores to each option. Mean personal-use ratings by word were computed to obtain 
a relative measure of the tendency to flap /t/ in each wordlist item, as shown in fig-
ure 9.4. In contrast with the awareness data shown in figure 9.1, all points fall below 
the reference line in this plot, indicating that the unflapped pronunciations are pre-
ferred across the board. This preference is expected since T-flapping is not tradition-
ally used in SgE.

Nonetheless, there is some level of flapping reported in the obligatory and 
optional categories. As with the AmE awareness data, volatile is an exception, with 
a relative rating lower than some of the illicit words. Again, this result is likely a 
reflection of the SgE pronunciation /vɔ.lə.taɪl/. Flapped pronunciations for eighty and 
forty had the highest relative ratings, in line with the preliminary observation that de-
cade numbers tend to be flapped in SgE. The high flapping rates of these items could 
arise from a frequency effect (forty: 28.2 tokens pmw, eighty: 58.3 tokens pmw in 
GloWbE), as could that of computer (115.03 tokens pmw). As for the low-frequency 
word ditto (2.45 tokens pmw), the high reported flapping may stem from a casual-
ness effect. These results provide evidence that, while far from dominant, flapped /t/ 
is present in SgE. Its use also seems to be non-uniform across lexical items, partially 
corroborating Y. Tan’s (2016) findings.

Data on SgE speakers’ use of /nt/-flapping suggest a continuing preference for 
[nt] over both [ɾ͂] and [nɾ] as all relative ratings fall below the reference line in fig-
ure 9.5. In twenty, there is a clearer preference for [ɾ͂], while in ninety, [nɾ] was more 
likely. For all other words, relative ratings fall very close together, showing only a very 

•	Figure 9.4. ​ Participants’ own use of T-flapping in SgE; for each word, the rating is 
given as the ratio of the mean flapped rating to the mean unflapped rating




